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Abstract
If a graph G has n ≥ 4k vertices and more than n2/4 edges, then it contains a copy of C2k+1.

In 1992, Erdős, Faudree and Rousseau showed even more, that the number of edges that occur
in a triangle of such a G is at least 2 bn/2c + 1, and this bound is tight. They also showed
that the minimum number of edges in G that occur in a copy of C2k+1 for k ≥ 2 suddenly
starts being quadratic in n, and conjectured that for any k ≥ 2, the correct lower bound should
be 2n2/9 − O(n). Very recently, Füredi and Maleki constructed a counterexample for k = 2
and proved an asymptotically matching lower bound, namely that for any ε > 0 graphs with
(1 + ε)n2/4 edges contain at least (2 +

√
2)n2/16 ∼ 0.2134n2 edges that occur in C5.

In this paper, we use a different approach to tackle this problem and prove the following
stronger result: Every n-vertex graph with at least

⌊
n2/4

⌋
+1 edges has at least (2+

√
2)n2/16−

O(n15/8) edges that occur in C5. Next, for all k ≥ 3 and n sufficiently large, we determine the
exact minimum number of edges that occur in C2k+1 for n-vertex graphs with more than n2/4

edges, and show it is indeed equal to
⌊
n2

4

⌋
+ 1 −

⌊
n+4
6

⌋ ⌊
n+1
6

⌋
= 2n2/9 − O(n). For both of

these results, we give a structural description of all the large extremal configurations as well as
obtain the corresponding stability results, which answers a conjecture of Füredi and Maleki.

The main ingredient of our results is a novel approach that combines the semidefinite method
from flag algebras together with ideas from finite forcibility of graph limits, which may be of
independent interest. This approach allowed us to keep track of the additional extra edge needed
to guarantee even the existence of a single copy of C2k+1, which a standard flag algebra approach
would not be able to handle. Also, we establish the first application of the semidefinite method
in a setting, where the set of tight examples has exponential size and arises from two very
different constructions.

1 Introduction

A classical result in graph theory is Mantel’s Theorem [28], which states that every triangle-free
graph on n vertices has at most

⌊
n2/4

⌋
edges, and this result is tight. In other words, a graph
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with n vertices and
⌊
n2/4

⌋
+ 1 edges must contain a triangle. But can we guarantee something

stronger than just one triangle? In 1941, Rademacher proved that such graphs contain at least
bn/2c triangles, and in 1992, Erdős, Faudree and Rousseau [13] showed that such graphs have at
least 2 bn/2c + 1 edges that occur in a triangle. Both results are tight simply by adding one edge
to the complete balanced bipartite graph.

Erdős [12] also considered analogous questions for longer odd cycles in graphs with n vertices
and

⌊
n2/4

⌋
+ 1 edges, where adding an extra edge into the complete balanced bipartite graph is

not optimal. He showed that every such graph contains at least 2n2/9 edges that occur in some
odd cycle. This number is best possible, and it can be achieved by the following construction.

Construction 1. Let G1 be an n-vertex graph with the following two 2-connected blocks that
overlap on exactly one vertex:

1. a complete graph on
⌊
2n+4

3

⌋
vertices, and

2. a complete balanced bipartite graph on
⌊
n+1
3

⌋
vertices.

Figure 1: The graph G1 from Construction 1. Gray areas represent all the possible edges.

Erdős, Faudree and Rousseau [13] conjectured that Construction 1 provides an extremal example
also if we minimize the number of edges that occur only in copies of C2k+1 for a fixed k ≥ 2. Again,
we minimize over all n-vertex graphs with

⌊
n2/4

⌋
+1 edges. The case of C5 is Problem 11 in Erdős’

paper [12] with interesting problems.

Conjecture 1.1 (Erdős-Faudree-Rousseau [13]). Fix an integer k ≥ 2. Every graph with n vertices

and
⌊
n2

4

⌋
+ 1 edges contains at least 2

9n
2 −O(n) edges that occur in C2k+1.

Very recently, Füredi and Maleki [18] constructed the following n-vertex graph with
⌊
n2/4

⌋
+ 1

edges, out of which only 2+
√
2

16 · n
2 +O(n) ≈ 0.2134n2 occur in C5, which disproves Conjecture 1.1

for k = 2.

Construction 2. Let G2 be an n-vertex graph whose vertex-set is divided into four parts A,B,C

and D of sizes 2−
√
2

4 · n, n4 ,
n
4 and

√
2
4 · n, respectively. The edge-set of G2 consists of all the edges

between the parts A and B, B and C, C and D, and all the edges inside the part D. In other
words, G2 is a non-balanced blowup of a path on four vertices, where one of the endpoints of the
path has a loop.
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A B C D

Figure 2: The graph G2 from Construction 2. Gray areas represent all the possible edges. The

respective sizes are 2−
√
2

4 · n, n
4 , n

4 , and
√
2
4 · n.

Füredi and Maleki [18] developed a new version of Zykov’s symmetrization method, and obtained
the following asymptotic solution to this problem for all odd cycles of length at least five.

Theorem 1.2 ([18]). For every ε > 0, there exists n0 ∈ N such that if a graph G on n > n0 vertices

has
(
1
4 + ε

)
n2 edges, then G contains at least 2+

√
2

16 · n
2 edges that occur in C5. Moreover, for any

fixed k ≥ 3, G contains at least 2
9 · n

2 edges that occur in C2k+1.

Our first two results answer a conjecture of Füredi and Maleki that the assumption on the
number of edges of G can be lowered to

⌊
n2/4

⌋
+ 1, which is indeed best possible.

Theorem 1.3. If an n-vertex graph has
⌊
n2

4

⌋
+1 edges, then it contains at least 2+

√
2

16 ·n
2−O

(
n15/8

)
edges that occur in C5.

Theorem 1.4. For every integer k ≥ 3, if an n-vertex graph has
⌊
n2

4

⌋
+ 1 edges, then it contains

at least 2
9 · n

2 −O(n) edges that occur in C2k+1.

In the case of odd cycles of length at least 7 and n sufficiently large, we determine the exact value
of the number of edges that occur in C2k+1, which indeed matches the value given by Construction 1,
which answers another conjecture of Füredi and Maleki [17, Conjecture 8].

Theorem 1.5. There exists n0 ∈ N such that the following is true for any n-vertex graph G with

n ≥ n0. If G has
⌊
n2

4

⌋
+ 1 edges, then it contains at least

⌊
n2

4

⌋
+ 1−

⌊
n+4
6

⌋ ⌊
n+1
6

⌋
edges that occur

in C2k+1.

The main tool in our proofs is the semidefinite method from flag algebras, which we apply in a
specific 2-edge-colored setting. This approach has the unfortunate by-product, that we lose track
of the additional edge that is needed to guarantee even the existence of a single copy of C2k+1. In
order to overcome this, we apply a trick inspired by techniques used in the area of so-called finitely
forcible graph limits. This allows us to obtain a tight bound from flag algebras conditioned by
having a positive triangle density, and then handle the (almost) triangle-free case using a standard
stability argument. A closely related difficulty of our approach arises from the fact that instead
of most applications of the semidefinite method, where there is only one tight example, the flag
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algebra formulation of this problem has a significantly larger set of tight examples. Nevertheless,
we were still able to obtain a tight result in this setting.

We guided our method to establish a slightly stronger flag algebra claims which yield also the
corresponding stability results:

Theorem 1.6. For every ε > 0 there exist δ > 0 and n0 ∈ N such that the following is true for

any n > n0. If G is an n-vertex graph with
(
1
4 ± δ

)
n2 edges out of which

(
2+
√
2

16 ± δ
)
n2 occur

in C5, then the edge-set of G can be modified on at most εn2 pairs so that the resulting graph is
isomorphic to Construction 2.

Theorem 1.7. Fix an integer k ≥ 3. For every ε > 0 there exist δ > 0 and n0 ∈ N such that
the following is true for any n > n0. If G is an n-vertex graph with

(
1
4 ± δ

)
n2 edges out of which(

2
9 ± δ

)
n2 occur in C2k+1, then the edge-set of G can be modified on at most εn2 pairs so that the

resulting graph is isomorphic to Construction 1.

Using the above stability results, we fully describe all the sufficiently large graphs that contain
the minimum value of edges that occur in odd cycles of length at least 5. The description of the
tight graphs in the case of pentagons is given by Theorem 6.1. For all the longer odd cycles, the
description is provided by Theorem 7.1, which in turn proves both Theorems 1.4 and 1.5.

This paper is organized as follows. In Section 2, we describe the notation and introduce parts
from the flag algebra framework we are going to use. In Section 3, we present our proof of The-
orem 1.3, and in Section 4, we adapt the approach to cope with odd cycles of length at least 7.
Section 5 is devoted to the corresponding stability results of the Constructions 1 and 2. Finally, in
Sections 6 and 7 we provide the exact description of the tight extremal graphs. Section 8 concludes
the paper with remarks and related open problems.

2 Notation and preliminaries

We start with the definition of the induced density of a k-vertex (small) graph F in an n-vertex
(large) graph G, which we denote by p(F,G). If n ≥ k, then p(F,G) is the probability that a
randomly chosen k-vertex induced subgraph of G is isomorphic to F . In the case when k > n, the
value of p(F,G) is simply equal to zero.

In order to distinguish the edges that occur in some copy of C5 (or more generally C2k+1 for
some fixed k ≥ 2) in graphs G in question, we will work with edge-colorings of G where the edges
are colored using two colors – red and blue. With a slight abuse of notation, we will use G both
to refer to the underlying graph and to the edge-colored graph, whenever it will be clear from the
context which variant we intend to use. A graph G with edges colored by red and blue will be
called a red/blue-colored graph. Through the whole paper, we will use the convention that none
of the blue edges of G can occur in a copy of C2k+1 for a given k ≥ 2. Let us emphasize that we
do not put any restriction on the red edges of G, so in particular any graph G can be completely
colored with red.

The definition of the induced density p(F,G) naturally generalizes to the edge-colored setting.
For convenience, we extend the definition of p(F,G) also to graphs F where we allow the edges
to be colored with three colors – red, blue or black (the edges of G will always be colored only
with red and blue). The interpretation of an edge of F being black will be that we do not care
whether G contains a copy of F where the edge is colored red or blue. Therefore, for a k-vertex
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Figure 3: Our convention used for depicting black, blue and red edges – black edges are drawn with
solid lines, blue edges with dashed lines and red edges with dotted lines.

red/blue/black-colored graph F and an n-vertex red/blue-colored graph G, the value of p(F,G) is
the probability that a random k-vertex subgraph of G is isomorphic to one of the graphs that can
be obtained from F by recoloring each of its black edges to either red or blue.

We depict red/blue/black-colored graphs in the following way. We draw black edges using solid
lines, for blue edges we used dashed lines, and finally red edges will be depicted using dotted lines;
see Figure 3.

2.1 F -free graphs and sequences of almost F -free graphs

We will also use the following notion of F -free graphs and sequences of almost F -free graphs. For
a k-vertex graph F and a graph G, we say that a graph G is F -free, if G does not contain F as a
subgraph. For a sequence of graphs (Gi)i∈N, where the i-th graph Gi has ni vertices, we say that
(Gi)i∈N is almost F -free, if Gi contains only o

(
nki
)

copies of F . This notion naturally generalizes
to the red/blue-colored setting.

If F is a finite collection of graphs, we say that G is F-free and (Gi)i∈N is almost F-free, if G is
F -free for every F ∈ F and (Gi)i∈N is almost F -free for every F ∈ F , respectively. We also extend
the notion of being F -free to red/blue/black-colored graphs F , where being F -free corresponds to
being F(F )-free, where F(F ) denotes the family of red/blue-colored graphs consisting of all the
possible recolorings of the black edges in F by red or blue. Analogously, we extend the notion of
being almost F -free, and the notions of F-free and almost F-free for finite families F consisting of
red/blue/black-colored graphs.

Now let us recall a classical generalization of the theorem of Kővari, Sós and Turán to r-uniform
hypergraphs (or just r-graphs for short) which is due to Erdős [11].

Theorem 2.1. If H is an r-graph on n vertices with no copy of the complete r-partite r-graph that

has all the parts of size `, then the number of r-edges in H is at most O
(
nr−1/`

(r−1)
)

.

A standard averaging argument together with Theorem 2.1 yields the following result on su-
persaturation in dense graphs, which will be one of the ingredients we will use in the proofs of
Theorems 1.3 and 1.4.

Corollary 2.2. Fix F an h-vertex red/blue-colored graph and a positive integer b. If G is an
n-vertex red/blue-colored graph that does not contain the b-blowup of F as a subgraph, then the

number of copies of F in G is O
(
nh−1/b

(h−1)
)

.

2.2 Flag Algebras

In this subsection, we describe parts of the flag algebra framework of Razborov [33] that will
be relevant for our exposition. Flag algebras play a crucial role in our proofs of Theorems 1.3
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and 1.4. We follow the notation from [33] with a few minor alternations specific to sequences of
almost F-free graphs. Flag algebras have been very successful in tackling various problems. To
mention some of them: Caccetta-Häggkvist conjecture [21, 25, 36], various Turán-type problems in
graphs [10, 20, 22, 24, 29, 31, 32, 34, 37, 39], hypergraphs [3, 15, 16, 19, 30] and hypercubes [2, 5],
extremal problems in a colored environment [4, 9, 23, 26] and also to problems in geometry [27]
or extremal theory of permutations [6]. For more details on these applications, see a survey of
Razborov [35].

The central object of interest in flag algebras are so-called convergent sequences of finite discrete
objects, for example finite graphs. In this paper, we apply the framework to sequences of red/blue-
colored almost F-free graphs, for two certain choices of F (the two families will be explicitly
specified in Sections 3 and 4, respectively).

In the following, we describe a flag algebra Aσ, where σ is a fixed vertex-labelled red/blue-
colored graph, on all the red/blue-colored graphs with a fixed copy of a labelled graph σ. The
graph σ is usually called a type. Note that we will use simply A to refer to the algebra A∅, where
∅ is the empty type.

Fix a type σ. Let Hσ be the set of all finite red/blue-colored graphs with a fixed embedding of
σ, i.e., an injective mapping θ from V (σ) to V (H) such that θ is an isomorphism between σ and
H[im(θ)]. The elements of Hσ are called σ-flags, and the subgraph induced by im(θ) is called the
root of a σ-flag. For every ` ∈ N, we let Hσ` to be the subset of Hσ containing all of its `-vertex
graphs. Let RHσ be the set of all formal linear combinations of the σ-flags with real coefficients,
and Kσ the linear subspace of RHσ generated by all the combinations of the form

H −
∑

H′∈Hσ
v(H)+1

p(H,H ′) ·H ′.

The algebra Aσ is defined as RHσ factored by Kσ, and the element corresponding to Kσ in
Aσ is the zero element of Aσ. Aσ comes with a natural definition of the addition; the notion of
multiplication is slightly more involved. Firstly, we describe a product of two σ-flags H1 ∈ Hσk and
H2 ∈ Hσ` . For a σ-flag H ∈ Hσk+`−v(σ) with θ being the fixed embedding of σ, we define p(H1, H2;H)

to be the probability that a randomly chosen subset of V (H) \ θ(V (σ)) of size k − v(σ) and its
complement in V (H) \ θ(V (σ)) of size ` − v(σ) extend θ(V (σ)) in H to σ-flags isomorphic to H1

and H2, respectively. We set

H1 ×H2 :=
∑

H∈Hσ
k+`−v(σ)

p(H1, H2;H) ·H,

and extend the notion linearly to the elements of Aσ. Note that the unique σ-flag of order v(σ) is,
modulo Kσ, the neutral element of the product in Aσ.

Fix a finite family F of red/blue-colored graphs and an F-free type σ. The presented exposition
of the flag algebra Aσ on red/blue-colored graphs naturally adapts to the setting of F-free red/blue-
colored graphs, simply by replacing the set Hσ with the set of all red/blue-colored F-free σ-flags.

Now consider an infinite sequence (Gi)i∈N of red/blue-colored almost F-free graphs with in-
creasing orders. We call the sequence convergent if the probabilities p(H,Gi) converge for every
H ∈ H. By compactness, every sequence (Gi)i∈N has a convergent subsequence. For the rest of this
section, we will assume that (Gi)i∈N is convergent. For H ∈ H, we set φ(H) = limi→∞ p(H,Gi),
and linearly extend φ to the elements of A. We refer to the mapping φ as to the limit of the

6



sequence. For every red/blue-colored graph H, it holds that φ(H) ≥ 0. Moreover, the sequence
(Gi)i∈N is almost F-free, hence φ(F ) = 0 for all F ∈ F . It follows that the restriction of φ to F-free
red/blue-colored graphs is in fact an algebra homomorphism from AF to R. We let Hom+(AF ,R)
to be the set of all homomorphisms ψ from AF to R such that ψ(H) ≥ 0 for every F-free H ∈ H.

For an F-free type σ and its embedding θ in Gi, we define Gθi to be the red/blue-colored graph
rooted on θ. For every i ∈ N and Hσ ∈ Hσ, let pθi (H

σ) = p(Hσ, Gσi ). Picking θ at random gives
rise to a probability distribution Pσ

i on mappings from Aσ to R. It holds that the sequence of
(Pσ

i )i∈N weakly converges to a Borel probability measure on Hom+(Aσ,R), see [33, Theorems 3.12
and 3.13]. In fact, for any σ such that φ(σ) > 0, the homomorphism φ fully determines the limit
probability distribution [33, Theorem 3.5]. We denote the limit of (Pσ

i )i∈N by Pσ
φ. Furthermore,

since (Gi)i∈N is almost F-free, any mapping φσ drawn from the support of the distribution Pσ
φ is

in fact an algebra homomorphism from AσF to R such that φσ(Hσ) ≥ 0 for any σ-flag Hσ.
The last notion we introduce is the averaging operator (also called the downward operator)

J·Kσ : AσF → AF . It is a linear operator defined on the σ-flags Hσ by

JHσKσ := pσH ·H,

where H is the unlabelled red/blue-colored graph corresponding to Hσ, and pσH is the probability
that a random injection from V (σ) to V (H) yields a σ-flag isomorphic to Hσ. A key relation is

∀Aσ ∈ AσF , φ (JAσKσ) = φ (JσKσ) ·
∫
φσ
φσ(Aσ) dPσ

φ . (1)

If φσ(Aσ) ≥ 0 with probability one for some Aσ ∈ AσF , then (1) yields that φ (JAσKσ) ≥ 0.
In particular, φ (JAσ ×AσKσ) ≥ 0 for every φ ∈ Hom+(AF ,R) and every Aσ ∈ AσF .

3 Edges that occur in pentagons — proof of Theorem 1.3

We start the proof by formulating the statement of Theorem 1.3 into the language of red/blue-
colored graphs. This statement is convenient for the flag algebra framework, which we intend to
apply.

Theorem 3.1. If G is a red/blue-colored graph on n vertices with
⌊
n2

4

⌋
+ 1 edges and no blue edge

occur in C5, then G contains at least 2+
√
2

16 · n2 −O(n15/8) red edges.

It is straightforward to check that the statements of Theorem 1.3 and Theorem 3.1 are equiva-
lent. In the rest of the section, we give a proof of Theorem 3.1. We split the proof into the following
two cases: either G contains many triangles and then we apply flag algebras, or, G contains only
a small number of triangles in which case we use stability to show that G is close to the complete
bipartite graph. Since G has more than n2/4 edges, it follows that in the second case G must have
many red edges (in fact, more than Theorem 3.1 asks for).

3.1 Flag algebra setting

We start with describing the precise setting of flag algebras we are going to use. Clearly, every G
from Theorem 3.1 is B5-free, where B5 is the 5-cycle with one blue and four black edges (recall that
an edge is black if it is either red or blue). But we can say more. Suppose F is a red/blue-colored
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B5 B3 B+
3

1

2

λ

1

2

β

1

2

ρ

Figure 4: The graphs B5, B3 and B+
3 used in the construction of the FC5-free flag algebra AC5,

and the types λ, β and ρ.

graph such that the b-blowup of F , for some positive integer b, contains C5 with at least one blue
edge. Then, by Corollary 2.2, G can contain only O

(
nk
)

copies of such a graph F , where k is a
rational strictly smaller than v(F ) and depends only on F and b. For example, since the 2-blowup
of the graph B3 depicted in Figure 4 contains C5 with at least one blue edge, G contains only
O
(
n3−1/4

)
copies of B3. In other words, all but O

(
n11/4

)
triangles in G have only red edges.

Analogously, the 2-blowup of the graph B+
3 , which is also depicted in Figure 4, contains C5 with

two blue edges. Therefore, G may contain only O
(
n31/8

)
copies of B+

3 .
Let FC5 :=

{
B3, B

+
3 , B5

}
. For brevity, we will write AC5 and AσC5 instead of AFC5

and AσFC5
.

Next, let λ, β and ρ be the three red/blue-colored flag algebra types of size two with labels 1 and 2,
where λ denotes the non-edge type, β the blue-edge type, and ρ the red-edge type; see Figure 4. We
define Hλ4 to be the set of all the non-isomorphic 4-vertex λ-flags in FλC5, H

β
4 the set of the 4-vertex

β-flags in FβC5, and Hρ4 the set of the 4-vertex ρ-flags in FρC5. It holds that
∣∣Hλ4 ∣∣ = 76,

∣∣∣Hβ4 ∣∣∣ = 33,

and |Hρ4| = 43. Let vλ be the 76-dimensional vector in
(
AλC5

)76
such that the i-th element of vλ

is equal to the i-th element of Hλ4 . Analogously, we let vβ to be the 33-dimensional vector, where

the coordinates correspond to the elements of Hβ4 , and vρ the 43-dimensional vector, where the
coordinates correspond to the elements of Hρ4. Finally, we define H6 to be the set of all 6-vertex
red/blue-colored FC5-free graphs; it can be checked that there are precisely 756 such graphs.

Theorem 3.1 is concerned with red/blue-colored graphs of density at least 1/2, which trans-
lates to the flag algebra framework as studying homomorphisms ψ ∈ Hom+ (AC5,R) satisfying

ψ

(
+

)
≥ 1/2. As ψ

(
+ +

)
= 1, the last condition is equivalent to ψ

(
+ −

)
≥ 0.

Proposition 3.2. There exist three positive-semidefinite matrices L, B and R with the entries
from the field Q

[√
2
]
, and non-negative numbers a ∈ Q

[√
2
]
, b ∈ Q

[√
2
]

and cH ∈ Q
[√

2
]

for
H ∈ H6, such that in the algebra AC5, the expression

q
vTλLvλ

y
λ

+
q
vTβBvβ

y
β

+
q
vTρ Rvρ

y
ρ

+

(
+ −

)
×
(
a · + b ·

)
+
∑
H∈H6

cH ·H

is equal to

×
(

8 · −
(

2 +
√

2
)
·
)

.

Moreover, if H is a 6-vertex red/blue-colored graph from H6 that contains an induced copy of any
P5 ∈ P5 or CX4 , then cH > 0.
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Finding the positive-semidefinite matrices L, B and R, and the non-negative numbers a, b
and cH for H ∈ H6 such that the claimed identity holds can be expressed as a semidefinite
program. We used an SDP solver called CSDP [8] together with a computer algebra software
SAGE [40] to help us solving the corresponding semidefinite program. Since some of the num-
bers and the entries of the matrices are too large to be presented in a printed form, we cre-
ated a webpage and uploaded all the corresponding data there. The URL of the webpage is
http://honza.ucw.cz/proj/EdgesInCycles/.

We also prepared a short verification script in SAGE that checks the correctness of the claimed
identity; see also Appendix A for the details about the formal verification. The script, as well as
a description of all the data files, can be also found at the webpage. Note that the matrices L, B
and R are not stored directly. Instead, they are decomposed as

L = MT
λ · L̂ ·Mλ, B = MT

β · B̂ ·Mβ, and R = MT
ρ · R̂ ·Mρ,

where L̂, B̂ and R̂ are positive definite matrices of sizes 50× 50, 19× 19 and 26× 26, respectively,
and Mλ, Mβ and Mρ are specific matrices of sizes 76×50, 33×19 and 43×26, respectively. Another
advantage of this is that verifying whether a matrix is positive definite is faster from the practical
point of view; see Appendix A.

3.2 Case 1 — Graphs with many triangles

We first prove the theorem for graphs G that satisfy the assumptions of Theorem 3.1 and contain
Ω
(
n3
)

triangles. This will be the only case where we use flag algebra method, and the reason for
that is the following. In order to apply flag algebra method, we pass the asymptotic statement to
the limit. As we already mentioned in the introduction, an unfortunate consequence is that we
completely lose control on having the additional edge that is needed to contain even a single copy
of C5. However, in the situation that G contains about n2/4 edges and only a small number of
triangles, a stability argument yields that G must be very close to the complete balanced bipartite
graph. Such a situation will be analyzed in Section 3.3. Therefore, the statement we prove with
flag algebras states that for every G that satisfies the assumptions of Theorem 3.1, at least one of
the following is true:

1. G has at least 2+
√
2

16 · n2 −O(n15/8) red edges, or,

2. G contains o
(
n3
)

triangles.

Suppose, for a contradiction, that Theorem 3.1 is false. Then there exists a sequence of
red/blue-colored graphs (Gi)i∈N of increasing orders ni such that for i big enough every Gi has

at most 2+
√
2

16 · n2i − ω
(
n
15/8
i

)
red edges. Without loss of generality, the sequence is convergent.

Furthermore, the sequence (Gi)i∈N is almost FC5-free. Therefore, the sequence converges to a limit
φ0, which is an element of the set Hom+ (AC5,R). It is straightforward to check that the edge-
density of φ0 is equal to 1/2. The following lemma states that such a limit φ0 must have triangle
density equal to zero.

Lemma 3.3. Let δ > 0 and φ ∈ Hom+ (AC5,R). If φ

(
+

)
≥ 1

2 and φ
( )

≥ δ, then

φ

( )
≥ 2+

√
2

8 . Moreover, if G is an n-vertex red/blue-colored graph with
⌊
n2

4

⌋
+ 1 edges, at least

δ ·n3 triangles and no blue edge occur in C5, then G contains at least 2+
√
2

16 ·n
2−O(n15/8) red edges.

9
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Proof. Proposition 3.2 yields that if ψ ∈ Hom+ (AC5,R) satisfies ψ

(
+

)
≥ 1/2, then

ψ

(
×
(

8 · − 2−
√

2

))
≥ 0. (2)

It immediately follows that if the first factor of the product on the left-hand side, i.e., the triangle
density in ψ, is at least δ > 0, then inequality (2) yields that the second factor must be non-negative.
In other words, the density of red edges is at least

(
2 +
√

2
)
/8.

The moreover part of the lemma follows from a standard O
(
n−1

)
error estimate in the semidef-

inite method (for details, see, for example, [14]), and the O
(
n−1/8

)
estimate on the densities of B3

and B+
3 in G.

Recall that (Gi)i∈N is a sequence of ni-vertex graphs with at most 2+
√
2

16 · n2i − ω
(
n
15/8
i

)
red

edges. Applying Lemma 3.3 to (Gi) readily implies that Gi must contain o
(
n3i
)

triangles.

3.3 Case 2 — Graphs with small number of triangles

It remains to verify Theorem 3.1 for graphs G that contain less than δn3 triangles for an arbitrary
δ > 0. As we have already mentioned, in this case our plan is to use stability of triangle-free graphs
to show that G must be close, in the so-called edit-distance, to a complete bipartite graph. Since
the number of edges in G is strictly more than n2/4, the graphs we are dealing with are essentially
almost complete bipartite graphs plus an additional edge in one of the parts. Therefore, we will
be able to show that nearly all the edges of G occur in C5. This is summarized in the following
lemma, which actually holds for any odd cycle of length at least five.

Lemma 3.4. For every integer k ≥ 2, there exists δk > 0 such that the following is true. If G is

an n-vertex graph with
⌊
n2

4

⌋
+ 1 edges and at most δk · n3 triangles, then all but o

(
n2
)

edges of G

occur in C2k+1.

Before proving Lemma 3.4, let us recall two classical results in extremal graph theory. The first
one is the triangle removal lemma due to Ruzsa and Szemerédi [38].

Theorem 3.5. If an n-vertex graph has o(n3) triangles, then it can be made triangle-free by re-
moving at most o(n2) edges.

Next, we recall a classical stability-type result for dense triangle-free graphs; for its proof, see,
e.g., [7, Theorem VI.4.2].

Theorem 3.6. If G is an n-vertex triangle-free graph with n2/4− o(n2) edges, then G contains an
induced bipartite subgraph with minimum degree n/2− o(n).

We are now ready to prove the main lemma of this subsection.

Proof of Lemma 3.4. Suppose that δk is sufficiently small. An application of Theorems 3.5 and 3.6
to G readily finds an induced bipartite subgraph on n−o(n) vertices with minimum degree n

2−o(n).
Let G0 be an induced bipartite subgraph of G with maximum number of vertices that has the

minimum degree at least n
2 − o(n). Let A and B be the parts of G0 and let L := V (G) \ V (G0).

Clearly, both A and B have sizes between n
2 ± o(n) and |L| = o(n).

The following claim states that G0 has many edges between any two large subsets of A and B.
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Claim 3.7. If A′ ⊆ A and B′ ⊆ B are two sets of vertices of size n/2−o(n) each, then the number
of edges in G0 between the sets A′ and B′ is n2/4− o(n2).

Proof. Let e be the number of edges between A′ and B′. On one hand, G0 has at least n2/4−o(n2)
edges. On the other hand, e(G0) ≤ e+ |A \A′| · |B|+ |B \B′| · |A| ≤ e+ o(n2).

Our second claim states that any vertex with neighbors both in A and B allows us to find many
edges that occur in C2k+1.

Claim 3.8. If some vertex vL ∈ L is adjacent both to a vertex vA ∈ A and a vertex vB ∈ B, then
all but o(n2) edges of G occur in C2k+1.

Proof. Let V2k−1 ⊆ B be the neighborhood of vA in G0, and vB, v2, . . . , v2k−3 any path in G0

that does not contain the vertex vA. We set V2k−2 ⊆ A to be the neighborhood of v2k−3 in G0,
A′ := V2k−2 \ {v2, . . . , v2k−2, vA} and B′ := V2k−1 \ {vB, v3, . . . , v2k−3}.

It follows that both A′ and B′ have size at least n
2 − o(n). Therefore, the number of edges of

the form {v2k−2, v2k−1} between A′ and B′ is at least n2/4 − o(n2) Each such an edge encloses a
(2k + 1)-cycle in G, which is of the form vL, vB, v2, . . . , v2k−1, vA.

In order to finish the proof of the lemma, we simply need to find such a vertex vL. Firstly,
observe that |L| ≥ 1, as otherwise G cannot have

⌊
n2/4

⌋
+ 1 edges. Moreover, at least one vL ∈ L

must have degG(vL) ≥ n/2. If vL would be adjacent only to A or only to B, then the subgraph
G0 + vL contradicts the choice of G0.

Now recall that if Theorem 3.1 would be false, then by Lemma 3.3 there exists a limit φ0 ∈

Hom+ (AC5,R) such that φ0

( )
= 0 and φ0

( )
≤ 2+

√
2

8 . However, Lemma 3.4 yields that

φ0

( )
= 1

2 . Therefore, there is no such φ0, and the proof Theorem 3.1 is now finished.

4 Edges that occur in longer odd cycles — proof of Theorem 1.4

We adapt the approach presented in the previous section and give a proof of an asymptotic version
of Theorem 1.4. The exact version will be obtained in Section 7, where we find a description of all
the sufficiently large extremal constructions. We start with stating the main result of this section
using the language of red/blue-colored graphs.

Theorem 4.1. For every ε > 0 and integer k ≥ 3, there exists n0 ∈ N such that if G is a red/blue-

colored graph on n > n0 vertices with
⌊
n2

4

⌋
+ 1 edges and no blue edge occur in C2k+1, then G

contains at least
(
2
9 − ε

)
n2 red edges.

The rest of this section is devoted to the proof of Theorem 4.1. First, we define a class of
graphs FC7 such that, for any fixed integer k ≥ 3, the following will be true. If a sequence (Gi)i∈N
of red/blue-colored graphs is such that no blue edge occurs in C2k+1, then (Gi) is almost FC7-free.
Analogously to the C5 case, a k-blow of any graph F ∈ FC5 contains a copy of C2k+1 with at
least one blue edge. Similarly, a k-blowup of either the graph B∗3 or the graph B+

5 , which are both
depicted in Figure 5, contains a copy of C2k+1 with at least one blue edge.
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B3 B+
3 B∗

3 B5 B+
5

Figure 5: The family of graphs FC7 used in the construction of the FC7-free flag algebra AC7.

Let FC7 :=
{
B3, B

+
3 , B

∗
3 , B5, B

+
5

}
. As we have just observed, any sequence of graphs satisfy-

ing the assumptions of Theorem 4.1 is almost FC7-free. We use the class FC7 to construct the
corresponding flag algebras. Again, we refer to them AC7 and AσC7 instead of AFC7

and AσFC7
.

Recall the three types λ, β and ρ depicted in Figure 4. We define Hλ4 , Hβ4 and Hρ4 to be the sets

of all the 4-vertex λ-flags in AλC7, β-flags in AβC7 and ρ-flags in AρC7, respectively. Since the set of
all the 4-vertex flags in AC7 is the same as the corresponding set in AC5, we have again

∣∣Hλ4 ∣∣ = 76,∣∣∣Hβ4 ∣∣∣ = 33, and |Hρ4| = 43. Let vλ, vβ and vρ be the appropriate vectors, where the i-th element of

vλ/vβ/vρ is equal to the i-th element of Hλ4/Hβ4/Hρ4.
This time, there are 741 non-isomorphic red/blue-colored FC7-free graphs on 6 vertices. With

a slight abuse of notation, we again denote the set of all such graphs by H6. An application of the
flag algebra method for AC7 yields the following:

Proposition 4.2. There exist three positive-semidefinite matrices L, B and R with rational entries
and non-negative rational numbers a, b and cH , where H ∈ H6, such that in the algebra AC7, the
expression

q
vTλLvλ

y
λ

+
q
vTβBvβ

y
β

+
q
vTρ Rvρ

y
ρ

+

(
+ −

)
×
(
a · + b ·

)
+
∑
H∈H6

cH ·H

is equal to

×
(

9 · − 4 ·
)

.

Moreover, if H is a 6-vertex red/blue-colored graph from H6 that contains an induced copy of any
P4 ∈ P4, then cH > 0.

Again, we used CSDP and SAGE to find L, B, R, a, b and cH . The webpage mentioned in
Proposition 3.2 contains all the corresponding data, as well as a short SAGE script that verifies
the claimed identity. As in Section 3, the matrices L, B and R are decomposed as

L = MT
λ · L̂ ·Mλ, B = MT

β · B̂ ·Mβ, and R = MT
ρ · R̂ ·Mρ,

where L̂, B̂ and R̂ are positive definite matrices of sizes 58× 58, 22× 22 and 32× 32, respectively,
and Mλ, Mβ and Mρ are specific matrices of sizes 76× 58, 33× 22 and 43× 32, respectively.
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Corollary 4.3. If δ > 0 and φ ∈ Hom+ (AC7,R) such that φ

(
+

)
≥ 1

2 and φ
( )

≥ δ,

then φ

( )
≥ 4

9 .

Proof. By Proposition 4.2, any ψ ∈ Hom+ (AC7,R) with ψ

(
+

)
≥ 1/2 must satisfy

ψ

(
×
(

9 · − 4

))
≥ 0. (3)

Since the triangle density in φ is at least δ > 0, the density of red edges is at least 4/9.

Now if Theorem 4.1 would be false, then there exists some absolute constant ε0 > 0 and a
convergent sequence of red/blue-colored almost FC7-free graphs (Gi)i∈N of increasing orders (ni)
such that every Gi has at most (2/9− ε0) · (ni)2 red edges. By Lemma 3.4, the limit of the triangle
densities in the sequence must be positive. However, Corollary 4.3 yields that, for a sufficiently
large i, the graph Gi has strictly more than (2/9− ε0) · (ni)2 red edges; a contradiction.

5 Stability of Constructions 1 and 2

In this section, we show the corresponding stability for the extremal results presented in Sections 3
and 4, and prove Theorems 1.6 and 1.7. Let us start by recalling the following edge-colored variant
of the induced graph removal lemma, which is a direct consequence of [1, Theorem 1.5].

Theorem 5.1. For any εRL > 0 and a finite family of red/blue-colored graphs F , there exists
δRL > 0 such that the following is true: If G is an n-vertex red/blue-colored graph with at most
δRL · nv(F ) induced copies of F for all F ∈ F , then the edge-set of G can be modified on at most
εRL · n2 pairs so that no induced subgraph of the resulting graph is isomorphic to an element of F .

Since the structure of Construction 1 is simpler than the structure of Construction 2, we begin
with proving Theorem 1.7.

5.1 Odd cycles of length at least seven — stability of Construction 1

This whole subsection is devoted to the proof of Theorem 1.7. Recall that our task is, given an
integer k ≥ 3 and ε > 0, to find an integer n0 and δ > 0 so that for any graph G with n ≥ n0
vertices and (1/4± δ)n2 edges out of which (2/9± δ)n2 occur in C2k+1, it holds that G is εn2-close
in the edit-distance to Construction 1. Since Construction 1 is O(n)-close to a disjoint union of
2n/3-vertex clique and complete balanced bipartite graph on the remaining n/3 vertices, we show
that G is εn2-close to this construction.

Fix such a graph G. Following the notation from the previous sections, we color the edges of G
that occur in some copy of C2k+1 red, and the other edges of G blue. Since G has only (2/9± δ)n2
red edges, Lemma 3.4 yields that G contains at least δk ·n3 triangles. Without loss of generality, we
may assume ε� δk. Throughout the whole proof, we will use two auxiliary positive constants εRL

and δRL, which will be determined during the proof, obeying the hierarchy δ � δRL � εRL � ε.
By Corollary 2.2, we can choose n0 to be a large enough integer such that the graph G con-

tains only δnv(F ) copies of F for all F ∈ FC7. We continue our exposition by showing that G

13



Figure 6: The family P4 containing all the 6 non-isomorphic red/blue-colorings of P4.

cannot contain too many induced paths on four vertices. Let P4 be the set of all the six possible
red/blue-colorings of the 4-vertex path; see also Figure 6. The following lemma directly follows
from Proposition 4.2.

Lemma 5.2. If φ ∈ Hom+ (AC7,R) satisfies φ

( )
= 4

9 and φ

( )
= 1

18 , then φ (P ) = 0 for every

P ∈ P4.

Let n0 be large enough so that the limit identity proven by flag algebras in Proposition 4.2
holds with an error of order O(δ) for any graph in question with at least n0 vertices. Therefore, for
any F ∈ P4, it holds that p(F,G) = O(δ)� δRL. Set F to be the family containing

• all the red/blue-colored triangles with at least one blue edge, i.e, the graphs from B3,

• all the 4-vertex red/blue-colored graphs that contain a copy of B+
3 ,

• all the 5-vertex red/blue-colored graphs that contain a copy of B∗3 , and

• the six elements of P4.

Let δRL be the constant from Theorem 5.1 applied with the constant εRL and the family F . Since
δ � δRL, the induced removal lemma yields a graph G′ with no induced copy of F for all F ∈ F ,
and differs from the original graph G on at most εRL · n2 pairs. In other words, G′ contains no
induced path on 4 vertices and no (not necessarily induced) copy of B3, B

+
3 or B∗3 . It follows that

the number of edges in G′ is (1/4± 2εRL)n2. By choosing εRL to be much smaller than ε, it is
enough to show that G′ is

(
ε/2 · n2

)
-close to Construction 1.

Let B be the set of vertices of G′ that are incident to at least one blue edge or have a neighbor
that is incident to a blue edge, H the subgraph induced by B, and A the vertices of G′ that are not
in B. Now we prove the following three claims describing the structure of G′ in terms of A and B.

Claim 5.3. The graph H is bipartite.

Proof. Suppose for contradiction there is an odd cycle in H. Since H does not contain any induced
path on four vertices, H must contain a triangle xyz. Since H is B3-free, all three edges of the
triangle must be red. Also, neither x nor y nor z is incident to a blue edge, because H is B+

3 -free.
However, any of the three vertices, say x, is incident to a vertex w such that w is then incident to
a blue edge so H fails to be B∗3-free; a contradiction.

Claim 5.4. A has size at least δk · n.

Proof. The number of triangles in G′ is at least (δk − εRL)n3. Since triangles in G′ can lie only

inside the set A, |A| ≥ (δk − εRL)1/3 · n > δk · n.

Claim 5.5. There are no edges between A and B.
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Figure 7: The red/blue-colored graph CX4 and the family P5 containing all the 10 non-isomorphic
red/blue-colorings of P5.

Proof. Suppose there is an edge connecting two vertices u ∈ A and v ∈ B. Since u /∈ B, the vertex
v is not incident to any blue edge, however, it has a neighbor w, which then has a neighbor x such
that the edge {w, x} has blue color. Since H is bipartite, x is not connected to v. Hence {u, v, w, x}
induces a 4-vertex path in G′, which is a contradiction.

Let a := |A|/n and b := 1−a = |B|/n. In Claims 5.3-5.5, we have shown that the set B induces
a bipartite graph and there are no edges in G′ between A and B. Therefore, the edge-density of G′

is bounded by a function f(a) := a2 + (1− a)2/2. The following observation directly follows from
continuity of f , f having no local maximum on (0, 1), and compactness of [0, 1].

Observation 5.6. The function f(a) for a ∈ [δk, 2/3] has a unique maximum 1/2 for a = 2/3.
Moreover, if the value of the function for a ∈ [δk, 2/3 +O(εRL)] is close to 1/2, then the value of a
is close to 2/3.

Since the number of edges of G′ is (1/4± 2εRL)n2, Observation 5.6 yields that a must be close
to 2/3. It follows that |A| = (2/3±O(εRL))n and |B| = (1/3±O(εRL))n. Moreover, the bipartite
graph H must have parts of sizes (1/6±O(εRL))n, and all but O(εRL)n2 pairs between the parts
are joined by an edge. Finally, the number of non-adjacent pairs with both endpoints in A is
at most O(εRL)n2. Since εRL � ε, we can easily modify ε/2 · n2 pairs of G′ in order to obtain
Construction 1. This finishes the proof of Theorem 1.7.

5.2 The pentagon case — stability of Construction 2

We proceed very similarly as in the proof of Theorem 1.7, but this time, the arguments are tailored
to Construction 2. The graph G has less than 0.22n2 red edges so Lemma 3.4 yields existence of at
least δ2 · n3 triangles in G. Without loss of generality, we may assume ε� δ2. As in the previous
subsection, we will use two constants εRL > 0 and δRL > 0, and we assume they obey the hierarchy
δ � δRL � εRL � ε.

Let CX4 be the red/blue-colored 4-cycle with exactly one blue edge {u, v} and a pendant red
edge adjacent neither to u nor to v, and P5 the set of all the ten possible red/blue-colorings of the
5-vertex path; see also Figure 7. The moreover part of Proposition 3.2 yields the following lemma.

Lemma 5.7. If φ ∈ Hom+ (AC5,R) that satisfy φ

( )
=

(2+
√
2)

8 and φ

( )
= 2−

√
2

8 , then φ (P ) = 0

for every P ∈
{
CX4
}
∪ P5.

Let n0 be a large enough integer so that the graph G contains only δnv(F ) copies of F for all
F ∈ FC5, and the limit identity proven by flag algebras in Proposition 3.2 holds with an error of
order O(δ) for any graph with at least n0 vertices. Set F to be the family containing
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• all the red/blue-colored triangles with at least one blue edge,

• all the 4-vertex red/blue-colored graphs that contain a copy of B+
3 ,

• all the 5-vertex red/blue-colored graphs that contain a copy of B5,

• the red/blue-colored graph CX4 and the ten elements of P5.

Let δRL be the constant from Theorem 5.1 applied with the constant εRL and the family F . Since
δ � δRL, by induced removal lemma there is a graph G′ differing from G on at most εRL · n2 pairs
that has no induced copy of F for all F ∈ F . Clearly, G′ has (1/4± 2εRL)n2 edges. It remains to
show that G′ is

(
ε/2 · n2

)
-close to Construction 2.

We begin with partitioning the vertices of G′ into three parts X,Y, Z based on their distance
to vertices incident to blue edges. Let X be the set of vertices of G′ that are incident to at least
one blue edge, Y the vertices that are incident only to red edges and have at least one neighbor in
X, and Z the vertices of G′ that are neither in X nor in Y . We define H to be the subgraph of G′

induced by X ∪Y . Furthermore, let X0 ⊆ X be the set of all the vertices x such that the connected
component of G′ containing x contains no vertex from Z. Analogously, Y0 ⊆ Y are all the vertices
such that their connected component does not contain any vertex from Z. Set X1 := X \X0 and
Y1 := Y \ Y0. Having in mind the aim is to prove that G′ is close to Construction 2, we proceed
with the following series of claims that describe the structure of G′.

Claim 5.8. The graph H is bipartite.

Proof. Suppose for contradiction H contains an odd cycle. Since H does not contain any induced
P5, H contains either a triangle, or an induced pentagon. In both cases, all the edges of the cycle
must be red.

First, suppose that H contains a triangle u, v, w. If at least one of the three vertices is incident
to a blue edge, we would have found a copy of B+

3 , which is not possible. Therefore, {u, v, w} ⊆ Y .
Let xu ∈ X be a neighbor of u. If v would be a neighbor of xu as well, then u, v, xu and a blue
edge going out from xu would create a copy of B+

3 . Therefore, {xu, v} is not an edge. By the same
reasoning, {xu, w} is not an edge and the vertex v has neighbor xv ∈ X such that neither {xv, u}
nor {xv, w} are edges. Now let x ∈ X be a vertex connected to xu by a blue edge. Since H is
B3-free, x is not a neighbor of u, and since H is B5-free, x is neither a neighbor of v nor xv nor w.
The path x, xu, u, v, xv cannot be induced and therefore there is an edge between xu and xv. But
then the vertices w, v, xv, xu, x span an induced P5, which is a contradiction. For the rest of the
proof, we will assume that H is triangle-free.

Now suppose H has an induced pentagon u1, u2, u3, u4, u5 so that one of its vertices, say u1, is
incident to a blue edge. Let x1 ∈ X be one of the neighbors of u1 that is joined to u1 by a blue
edge. If x1 would be joined by an edge either to u2 or u5, then we have found a copy of B3. Since
H is also B5-free, the vertex x1 cannot be joined by an edge to u3 or u4. Therefore, x1, u1, u2, u3, u4
is an induced path of length four, a contradiction.

Finally, suppose there is an induced pentagon u1, u2, u3, u4, u5 such that all the edges incident
to the five vertices are red. The vertex u1 must have a neighbor, say x1, that is incident to a blue
edge. We already know that H is triangle-free, so x1 is adjacent neither to u2, nor to u5. Also,
if x1 would be a neighbor of u3, then u1, x1, u3, u4, u5 is a 5-cycle with one endpoint incident to a
blue edge, which we already excluded in the previous paragraph. Analogously, x1 is not adjacent
to u4, and hence x1, u1, u2, u3, u4 is an induced path of length four; a contradiction.
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Claim 5.9. Z has size at least δ2/2 · n.

Proof. As in Claim 5.4, the number of triangles in G′ is at least (δ2 − εRL)n3. Since every triangle
has at least one vertex in Z, |Z| ≥ (δ2 − εRL) · n > δ2/2 · n.

Let H1 be the subgraph of H induced by X1. We continue in our exposition and find a good
bipartition of H1.

Claim 5.10. If u and v are two vertices from X1 that are joined by a blue edge, then at most one
of the two vertices has a neighbor in Y1.

Proof. Suppose for contradiction there are two such vertices u and v. Since H is bipartite and has
no induced P5, at least one of the two vertices is within distance exactly two to a vertex z ∈ Z.
Without loss of generality, let u be the vertex, and let yu be the middle vertex on a shortest path
between u and z.

Let yv ∈ Y1 be a neighbor of v. Since H is bipartite, neither yu is a neighbor of v, nor yv is a
neighbor of u. Also, G′ is B5-free, hence the vertex z is not a neighbor of yv, and by definition, there
are no edges between Z and X1. So either yu and yv are not joined by an edge and yv, v, u, yu, z
induces a path, which contradicts that G′ does not contain an induced P5. Or, {yu, yv} is an edge,
but then the vertices induces CX4 ; a contradiction.

Claim 5.11. Let u ∈ X1 and v ∈ X1 be two vertices from the same connected component of H1.
If both u and v have a neighbor in Y1, then there exists a vertex w ∈ V (H1) such that both {u,w}
and {w, v} are edges in H1.

Proof. Analogously to the previous claim, we may assume that one of the two vertices, say u, has
a neighbor y ∈ Y1 such that y is adjacent to a vertex z ∈ Z. On the other hand, since v ∈ X1, it
must have a neighbor t ∈ X1 such that {t, v} is blue. By Claim 5.10, t 6= u. If {t, u} or {v, y} is an
edge, we are done by letting w := t or w := y, respectively. For the rest of the proof, we assume
that neither {t, u} nor {v, y} is an edge. Also, Claim 5.10 yields that t has no neighbor in Y1, so in
particular, {t, y} is not an edge.

Now we show that u is not adjacent to v. Suppose there is an edge between u and v. By
Claim 5.10, the edge must be red. Recall that the vertex y has a neighbor z ∈ Z. There are no
edges between Z and X1 so the vertices t, v, u, y, z induces P5, which is a contradiction.

Suppose there is no w ∈ V (H1) such that u,w, v is a path of length two. Since H1 does not
contain any induced path of length four, there exist vertices xu ∈ V (H1) and xv ∈ V (H1) such
that u, xu, xv, v is a path of length three. The vertex t must be connected to xu, as otherwise
u, xu, xv, v, t is an induced P5. However, H is bipartite so the path v, t, xu, u, y must be induced; a
contradiction.

The last claim immediately yields the following corollary.

Corollary 5.12. There exists a partition of the set X1 into two parts A1 and B1 such that both
A1 and B1 are independent sets in G′, and there are no edges between A1 and Y1.

This also implies that the set Y1 must be independent.

Claim 5.13. The set Y1 is an independent set in G′.
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Proof. Suppose there is an edge between two vertices u ∈ Y1 and v ∈ Y1. By definition, there exist
two vertices bu ∈ B1 and bv ∈ B1 that are adjacent to u and v, respectively. The two vertices are
distinct and none of them can be adjacent to both u and v. Let a ∈ A1 be a neighbor of bu such
that {a, bu} is a blue edge. The vertex a cannot be adjacent to bv, which yields that a, bu, u, v, bv
is an induced path of length four; a contradiction.

Now let (A0, B0) be the color classes of an arbitrary 2-coloring of the bipartite graph induced by
X0∪Y0. We define the following four sets that partition the set V (G′): A := A0∪A1, B := B0∪B1,
C := Y1, and D := Z. Claims 5.8-5.13 yield that G′ must have the following structure.

Corollary 5.14. {A,B,C,D} is a partition of the vertex-set of G′, the sets A, B and C are
independent sets in G′, and every edge e of G′ goes either between A and B, or B and C, or C and
D, or inside D. Moreover, if e is blue, then e must go between A and B.

Let a := |A|/n, b := |B|/n, c := |C|/n and d := |D|/n. The edge-density of G′ can be upper-
bounded by f(a, b, c, d) := 2ab + 2bc + 2cd + d2. Let us analyze the maximum value of f under
constraints on a, b, c and d that we have already established. All of that is summarized in the
following optimization problem:

maximize: 2ab+ 2bc+ 2cd+ d2

subject to: a ≥ 0, b ≥ 0, c ≥ 0,

d = 1− a− b− c,

ab ≥
(

2−
√

2
)
/16,

d ≥ δ2/2.

Clearly, if the values of a, b, c and d are equal to those coming from Construction 2, then
f(a, b, c, d) = 1/2. The following proposition shows that there is no other point (a′, b′, c′, d′) ∈ R4

that would satisfy the constraints and also attain the value 1/2.

Claim 5.15. The optimization problem has a unique solution at the point

(am, bm, cm, dm) =

(
1

2
−
√

2

4
,
1

4
,
1

4
,

√
2

4

)
,

Moreover, if a point (a′, b′, c′, d′) satisfies all the constraints and f(a′, b′, c′, d′) is close to 1/2, then
(a′, b′, c′, d′) is close to (am, bm, cm, dm).

This claim immediately yields that G′ is close to Construction 2, hence proving the claim finishes
the proof of Theorem 1.6

Proof of Claim 5.15. Let (a0, b0, c0, d0) ∈ R4 be a point that satisfies the constraints and maximizes
the objective function. In particular, f (a0, b0, c0, d0) ≥ 1/2.

First, we show that a0b0 =
(
2−
√

2
)
/16. If a0b0 >

(
2−
√

2
)
/16, then let α := a0 − 2−

√
2

16·b0 . It
follows that

f(a0 − α, b0, c0 + α, d0) = f (a0, b0, c0, d0) + α · d0,
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and the point (a0, b0, c0, d0) was not an optimal solution. Next, we bound b0 away from 1/2.
Observe that

f (a, b, c, d) = 2ab+ 2(b+ d)(1− a− b− d) + d2 = 2b(1− b)− d2 + 2d (1− a− 2b) .

Therefore,

(1− a0 − 2b0) =

(
1− 2−

√
2

16 · b0
− 2b0

)
> 0,

as otherwise f(a0, b0, c0, d0) ≤ 1/2−d02 ≤ 1/2− (δ2/2)2 < 1/2 contradicting f(a0, b0, c0, d0) ≥ 1/2.
Thus,

b0 <
2 + 23/4

8
< 0.4603.

Moreover, the maximum value of 2b0 · (1 − b0) is at most
(
6−
√

2 + 27/4
)
/16 < 0.497. On the

other hand, the maximum value of
(

1− 2−
√
2

16·b0 − 2b0

)
is at most 1 −

√
1− 1/

√
2 < 0.46. Since

f(a0, b0, c0, d0) ≥ 1/2, we conclude that d0 > 0.003.
Suppose now that b0 6= c0. If b0 < c0, then

f (a0, b0, c0 − α, d0 + α)− f (a0, b0, c0, d0) = 2(c0 − b0)α+ α2,

where α = c0 − b0; a contradiction. On the other hand, if c0 < b0, then

f (a0, b0, c0 + α, d0 − α)− f (a0, b0, c0, d0) = 2(b0 − c0)α− α2 ≥ α2,

where this time α = min(b0 − c0, d0 − 0.003). We conclude that

f (a0, b0, c0, d0) =
2−
√

2

8
+ 2c0

2 + 2c0 ·

(
1− 2−

√
2

16 · c0
− 2c0

)
+

(
1− 2−

√
2

16 · c0
− 2c0

)2

. (4)

Since swapping the values of a0 and b0 changes the objective function by c0(a0 − b0), it holds

that b0 ≥ a0. In particular, c0 = b0 ≥
(√

2−
√

2
)
/4 > 0.19. The right-hand side of (4) depends

only on c0 and c0 ∈ [0.19, 0.4603]. It is straightforward to check that in this range, the value of (4)
is at most 1/2, and the unique point where the value is attained is c0 = 1/4. Therefore, b0 = 1/4,

a0 = 2−
√
2

4 and d0 =
√
2
4 . By continuity of f(a, b, c, d) and compactness of [0, 1]4, it also follows that

if f(a′, b′, c′, d′) is close to 1/2, then (a′, b′, c′, d′) is close to (a0, b0, c0, d0).

6 Exact result for pentagons

For a graph G, we define C5(G) to be the set of all edges of G that occur in a copy of C5 in G. In
other words,

C5(G) =
⋃

H⊆G,H∼=C5

E(H).

Let En be the set of all n-vertex graphs with exactly
⌊
n2/4

⌋
+ 1 edges, and define

F (n) := min
G∈En

|C5(G)|.
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For convenience, we set F̃ (n) :=
⌊
n2/4

⌋
+ 1− F (n).

Next, let E ′n be the set of all n-vertex graphs with at least
⌊
n2/4

⌋
+ 1 edges. It immediately

follows that for any G ∈ E ′n, it holds |C5(G)| ≥ F (n), and if |C5(G)| = F (n), then G ∈ En. Finally
we define Gn ⊆ E ′n to be the set of all G ∈ E ′n with |C5(G)| = F (n).

We call a quadruple of non-negative integers (a, b, c, d) n-extremal, if the following is satisfied:

• a+ b+ c+ d = n,

• a · b = F̃ (n), and

• a · b+ b · c+ c · d+
(
d
2

)
> n2

4 .

The main theorem of this section is the following:

Theorem 6.1. There exists an integer n0 such that the following holds for any n ≥ n0. If G ∈ Gn,
then V (G) can be partitioned into four sets A, B, C and D such that

• the quadruple (|A|, |B|, |C|, |D|) is n-extremal,

• A, B and C are independent sets of G,

• {u, v} ∈ E(G) for any u ∈ A and v ∈ B,

• {u, v} /∈ E(G) for any u ∈ A and v ∈ C ∪D, and

• {u, v} /∈ E(G) for any u ∈ B and v ∈ D.

An immediate consequence of this theorem is that (a, b, c, d) is n-extremal if and only if it solves
the following integer quadratic program:

maximize: a · b
subject to: a ∈ N, b ∈ N, c ∈ N, d ∈ N,

a · b+ b · c+ c · d+

(
d

2

)
>
n2

4
,

a+ b+ c+ d = n.

Since the exact solution of this maximization problem for a given integer n depends on errors
in rounding expressions like

√
2n/4, we leave it in this form. Approximate values of a, b, c and d

are indeed given by Construction 2.

Proof of Theorem 6.1. Theorems 1.3 and 1.6 immediately yield that for any ε > 0, there exists an
integer n0 so that if n ≥ n0, then by adding or removing εn2 edges in a graph G ∈ Gn we obtain the
graph from Construction 2. Moreover, the value of n0 will be large enough so that Construction 2
yields that F (n) = ((2 +

√
2)/16± ε)n2 and F̃ (n) = ((2−

√
2)/16± ε)n2 for every n ≥ n0.

Fix an integer n ≥ n0 and any graph G ∈ Gn, and let V be the vertex-set of G. Clearly, for any
ε′ > 0, we can find ε > 0 small enough so that V can be partitioned into five sets A0, B0, C0, D0

and X such that
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• |A0| = (1/2−
√

2/4± ε′) · n, |B0| = (1/4± ε′) · n, |C0| = (1/4± ε′) · n, |D0| = (
√

2/4± ε′) · n,

• 0 ≤ |X| ≤ ε′ · n,

• degA0
(u) ≥ (1− ε′)|A0| for every u ∈ B0,

• degB0
(u) ≥ (1− ε′)|B0| for every u ∈ A0 ∪ C0,

• degC0
(u) ≥ (1− ε′)|C0| for every u ∈ B0 ∪D0,

• degD0
(u) ≥ (1− ε′)|D0| for every u ∈ C0, and

• the induced subgraph G[D0] has edge-density at least 1− ε′.

In other words, the stability result from Section 5 yields an approximate structure of G. In the
following series of claims, we will show that the extremality of G allows us to “clean up” this
description to the one claimed in the statement of the theorem. For the rest of the proof, we will
assume ε′ > 0 is sufficiently small (ε′ < 10−4 would be sufficient).

For a set S ⊆ V , we denote by E(S) the set of edges of the subgraph induced by S, i.e.,
E(S) = E(G[S]). For two disjoint X,Y ⊆ V , we denote by E(X,Y ) the set of edges in G with
exactly one endpoint in X and the other endpoint in Y .

First, let us observe that every graph with more than n2/4 edges has at most F̃ (n) edges that
do not occur in C5.

Claim 6.2. There is no n-vertex graph G′ ∈ E ′n with |E(G′) \ C5(G′)| > F̃ (n).

Proof. Indeed, otherwise remove fromG′ arbitrarily chosen |E(G′)|−
⌊
n2/4

⌋
−1 edges in C5(G′). The

obtained graph has less than
⌊
n2/4

⌋
+1− F̃ (n) = F (n) edges that occur in C5, a contradiction.

We continue with three simple claims that all the edges between the parts B0 and C0, C0 and
D0, and inside D0 occur in a copy of C5.

Claim 6.3. E(B0, C0) ⊆ C5(G).

Proof. Fix any {u, v} ∈ E(B0, C0) with u ∈ B0. Let v′ ∈ C0 be a neighbor of u in C0 different from
v. Since both v and v′ have more than |D0|/2 neighbors in D0 and the edge-density of G[D0] is
(1− ε′), there exist a vertex w ∈ D0 connected to v, and vertex w′ ∈ D0 connected to v′ such that
{w,w′} is an edge. Therefore, uvww′v′ forms a C5 in G.

Claim 6.4. E(C0, D0) ⊆ C5(G).

Proof. Fix any {u, v} ∈ E(C0, D0) with u ∈ C0. Let v′ ∈ D0 be a neighbor of u in D0 different
from v. Since the edge-density of G[D0] is (1 − ε′), there exists a path of length three between v
and v′ in G[D0]. This path together with the edges {u, v} and {u, v′} forms a C5.

Claim 6.5. E(G[D0]) ⊆ C5(G).

Proof. Let u and v be two adjacent vertices from D0. Since the edge-density of G[D0] is (1 − ε′),
there is a path of length four between u and w, which together with {u, v} forms a C5.

Since |E(B0, C0) ∪ E(C0, D0) ∪ E(G[D0])| ≥ (2 +
√

2− 3ε′)n2, we immediately conclude that
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Corollary 6.6. |E(A0, B0) ∩ C5(G)| < 5ε′n2.

Let E′ := E(A0, B0) ∪E(B0, C0) ∪E(C0, D0) ∪E(G[D0]). Since most of the edges between A0

and B0 do not occur in any C5, we now get much better control on the edges in E \ E′. We start
with the following two claims.

Claim 6.7. There is no vertex z ∈ V adjacent both to u ∈ A0 and v ∈ B0.

Proof. Suppose for contradiction there is such a vertex z, and let u ∈ A0 and v ∈ B0 be its two
neighbors. Let v′ ∈ B0 be a neigbor of u different from v. Clearly, there are at least (1 − ε′)|A0|
ways of choosing v′. The vertices v and v′ have at least degA0

(v) + degA0
(v′)− |A0| ≥ (1− 2ε′)|A0|

common neigbors u′ ∈ A0. Each such choice of u′ and v′ yields a copy of C5 on the vertices uzvu′v′.
In particular the edge {u′, v′} ∈ E(A0, B0)∩ C5(G). However, there are at least (1− 3ε′)|A0||B0| >
0.03n2 choices of {u′, v′}, which contradicts Corollary 6.6.

Claim 6.8. There is no vertex z ∈ V adjacent both to u ∈ B0 and v ∈ C0.

Proof. Suppose not, and let u ∈ B0 and v ∈ C0 be two neighbors of z. Let u′ ∈ B0 be any of the
(1− ε′)|B0| neighbors of v different from u. Since degA0

(u) + degA0
(u′)−|A0| ≥ (1−2ε′)|A0|, there

are at least (1− 2ε′)|A0| · (1− ε′)|B0| > (1− 3ε′)|A0||B0| edges from E(A0, B0) that occur in a C5

(note that uzvu′w, where w ∈ A0 is a common neighbor of u and u′, form a C5); a contradiction.

A direct consequence of the last two claims is the following.

Corollary 6.9. The sets A0, B0 and C0 are independent, and |E(A0, C0)| = |E(B0, D0)| = 0.

Now move our attention to paths of length at most two between A0 and D0. Let Y ⊆ A0 be the
set of vertices u ∈ A0 such that there exist vertices v ∈ V and w ∈ D0 such that both {u, v} ∈ E(G)
and {v, w} ∈ E(G).

Claim 6.10. |Y | < 21ε′n.

Proof. For each edge {y, v} with y ∈ Y and v ∈ B0, consider vertices z ∈ V \{y, v} and x ∈ ND0(z)
such that yzx is a 3-vertex path in G. Note that such a path exists by the definition of Y . Since
|NC0(x) ∩NC0(v)| > |C0|/2, we conclude that {y, v} ∈ C5(G). The edge {y, v} can be chosen in at
least |Y | · (1− ε′)|B0| ways, so by Corollary 6.6 we conclude that

|Y | ≤ 5ε′n2

(1− ε′)|B0|
<

20ε′n
1− 2ε′

< 21ε′n.

We set A′0 := A0 \ Y and Z := X ∪ Y . We continue our exposition by establishing a lower
bound on the minimum degree of G. We start with the following claim.

Claim 6.11. There exists a vertex u ∈ A′0 incident to at least (1/4− 191ε′)n edges not in C5(G),
and a vertex u′ ∈ B0 incident to at least ((2−

√
2)/4− 93ε′)n edges that are not in C5(G).

Proof. There are at least F̃ (n) − |Z|n ≥ ((2 −
√

2)/16 − 23ε′)n2 edges between A′0 and B0 that
do not occur in C5. Since |A′0| ≤ ((2 −

√
2)/4 + ε′)n, there is a vertex u ∈ A′0 incident to at least

(1/4−191ε′)n such edges. Similarly, |B0| ≤ (1/4+ε′)n, which implies existence of u′ ∈ B0 incident
to at least ((2−

√
2)/4− 93ε′)n edges in E(G) \ C5(G).
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Claim 6.12. For any v ∈ V , deg(v) ≥ (1/4− 191ε′)n.

Proof. Otherwise consider the graph G′ obtained from G by removing the vertex v and cloning
the vertex u from the previous claim. G′ has more edges that do not occur in C5 than G and also
|E(G′)| > |E(G)|, a contradiction with Claim 6.2.

Corollary 6.13. There is no vertex z ∈ Z such that N(z) ⊆ A′0 ∪ Z.

Proof. Indeed, any such z would have

deg(z) ≤ |A′0|+ |Z| = |A0|+ |X| ≤ ((2−
√

2)/4 + 2ε′)n < 0.15n < (1/4− 191ε′)n,

which contradicts the previous claim.

Now we are ready to split the vertices z ∈ Z based on their adjacencies to the vertices outside
of Z. First, let Z ′ := {z ∈ Z

∣∣ ∃u ∈ B0 : {z, u} ∈ E(G)}. Claims 6.7 and 6.8 yield that no vertex
z ∈ Z ′ has a neighbor in A0 ∪ C0. We define

C1 := {z ∈ Z ′
∣∣ ∃v ∈ V ∧ ∃w ∈ D0 : {z, v} ∈ E(G) ∧ {v, w} ∈ E(G)},

and A1 := Z ′ \C1. Note that Y ⊆ C1, and if z ∈ Z ′ has a neighbor in D0, then z ∈ C1. Let us first
focus on the set A1.

Claim 6.14. For all z ∈ A1, degB0
(z) > (1− 214ε′)|B0|.

Proof. If there exist a vertex z ∈ A1 with degB0
(z) ≤ (1− 214ε′)|B0|, then its total degree in G is

at most
degB0

(z) + degZ(z) < (1− 214ε′)(1/4 + ε′)n+ |Z| ≤ (1/4− 191ε′)n,

a contradiction.

Corollary 6.15. A1 is an independent set in G.

Proof. If there is an edge in A1, then this edge together with any edge in E(A0, B0) are in a C5,
contradicts Corollary 6.6.

We set A := A′0∪A1, and continue our exposition by analyzing the vertices B1 := {z ∈ Z
∣∣ ∃u ∈

A : {z, u} ∈ E(G)}. Note that B1 ∩ Z ′ = ∅. By Claim 6.7 and definitions of the sets A′0 and A1,
we conclude that both |E(B1, B0)| = 0 and |E(B1, D0)| = 0. In the following two claims, we study
the edges between B1 and C0 ∪A.

Claim 6.16. For every v ∈ B1, degC0
(v) > n/10.

Proof. We know that v ∈ B1 can be adjacent only to the vertices from A0 ∪ C0 ∪ X. Therefore,
Claim 6.12 yields that v has at least

(1/4− 191ε′)n− |A0| − |X| ≥ (
√

2− 1− 193ε′)n > n/10

neighbors in C0.

Claim 6.17. For every v ∈ B1, degA(v) ≥ (1− 800ε′)|A|.
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Proof. First observe that any edge {v, w} with w ∈ C0 is contained in C5(G). Indeed, consider a
neighbor w′ ∈ NC0(v) \ {w} and two adjacent vertices x ∈ ND0(w) and x′ ∈ ND0(w′).

Suppose for contradiction degA(v) < (1− 800ε′)|A| < |A| − 116ε′n. In particular, v is incident
to at most

degA(v) + degZ(v) < |A| − 94ε′n ≤ 2−
√

2

4
− 93ε′n

edges not in C5(G). Let u′ ∈ B0 be the vertex from Claim 6.11 with at least
(
(2−

√
2)/4− 93ε′

)
n

incident edges that are not in C5(G). Moreover, deg(u′) ≥ |A| + |C0| − 2ε′n. Therefore, removing
the vertex v and adding a clone of the vertex u′ yield an n-vertex graph with more than n2/4 edges
that contradicts Claim 6.2.

Corollary 6.18. B1 is an independent set of G.

Proof. If there is an edge in B1, then this edge together with any edge in E(A0, B0) are in a C5,
contradicts Corollary 6.6.

Let B := B0 ∪B1. Recall the definition of C1, i.e.,

C1 = {u ∈ Z
∣∣ degB0

(u) ≥ 1 ∧ ∃v ∈ V,w ∈ D0 : {u, v} ∈ E(G) ∧ {v, w} ∈ E(G)}.

By Claim 6.8, there are no edges between C1 and C0, and by the definition of B1, there are no
edges between C1 and A. Let us now show that vertices v ∈ C1 have many neighbors in B0.

Claim 6.19. For every u ∈ C1, degB0
(u) ≥ n/25.

Proof. As noted above, u can be adjacent only to the vertices in B0 ∪D0 ∪ Z. First observe that
for every z ∈ ND0(u), the edge {u, z} ∈ C5(G). Indeed, let x ∈ NB0(u) and y ∈ NC0(x) be chosen
arbitrarily. Since y ∈ C0 and z ∈ D0, there exist a common neighbor of y and z which encloses a
C5. Analogously, we show {u, x} ∈ C5(G) for every x ∈ NB0(u). Consider the vertices v ∈ V and
w ∈ D0 with {u, v} ∈ E(G) and {v, w} ∈ E(G) witnessing that u ∈ C1. Since x ∈ B0 and w ∈ D0,
the two vertices must have a common neighbor which yields {u, x} ∈ C5(G).

The last paragraph shows that u is incident to at most |Z| < 22ε′n edges that do not occur in
C5. On the other hand, |Z ∪D0| < (

√
2/4 + 23ε′)n. So if degB0

(v) < n/25, then

deg(v) < 0.396n < deg(u′),

where u′ ∈ B0 is the vertex from Claim 6.11. Therefore, the graph obtained by removing the vertex
u and cloning the vertex u′ contradicts Claim 6.2.

Corollary 6.20. C1 is an independent set in G.

Proof. Suppose for a contradiction there is an edge {u, u′} with u, u′ ∈ C1. There are at least

degB0
(u) ·

(
|A0| − ε′n

)
>

n

25
·
(n

4
− 23ε′n

)
>

n2

101

edges {v, w} with v ∈ NB0(u) and w ∈ NA0(v). However, the vertices w and u′ have a common
neighbor in B0 \ {v} and hence |E(A0, B0) ∩ C5(G)| > n2/101; a contradiction with Corollary 6.6.
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We define C := C0 ∪C1, and D1 := Z \ (A1 ∪B1 ∪C1). By the definition of the sets A, B1 and
C1, every vertex v ∈ D1 has no neigbors in A ∪B0. We now concentrate on the edges between D1

and C0.

Claim 6.21. For every v ∈ D1, degC0
(v) ≥ n/25.

Proof. The vertex v can be adjacent only to the vertices in C0 ∪ D0 ∪ Z, and clearly every edge
{v, w} with w ∈ C0 ∪D0 occurs in C5. In particular, v is incident to at most 22ε′n edges that do
not occur in C5.

As in Claim 6.19, if degC0
(v) < n/25 then deg(v) < |D0| + |Z| + n/25 < 0.396n. Therefore,

removing the vertex v and cloning the vertex u′ from Claim 6.11 result in a graph contradicting
Claim 6.2.

So the only possible edges that could be in G but not following the pattern of Construction 2
are those between B1 and D1. We rule them out in the following claim.

Claim 6.22. |E(B1, D1)| = 0.

Proof. Suppose for contradiction there is an edge {u, v} with u ∈ B1 and v ∈ D1. Since any vertex
x ∈ B0 has degC0

(x) > |C0| − n/25, the vertices v and x have a common neighbor and hence

|E(A0, B0) ∩ C5(G)| ≥ degA0
(u) · (1− ε′)|B0| > 0.03n2,

which indeed contradicts Corollary 6.6.

Let D := D0 ∪ D1. Putting everything together, we conclude that the edges in G are as in
Construction 2.

Corollary 6.23. V (G) = A ·∪B ·∪ C ·∪D and E(G) ⊆ E(A,B) ·∪ E(B,C) ·∪ E(C,D) ·∪
(
D
2

)
.

In particular, the set of edges E(G) = C5(G) ·∪ E(A,B). Since G is minimizing |C5(H)| among
all graphs in H ∈ E ′n, we immediately conclude the following.

Claim 6.24. |E(A,B)| = |A||B| = F̃ (n).

Therefore, the quadruple (|A|, |B|, |C|, |D|) is n-extremal which finishes the proof of the theorem.

7 Exact result for longer odd cycles

As in the previous section, for an integer k ≥ 3 and a graph G we define C2k+1(G) to be the set of
all edges of G that occur in a copy of C2k+1 in G. In other words,

C2k+1(G) :=
⋃

H⊆G,H∼=C2k+1

E(H).

Recall En and E ′n are the sets of all n-vertex graphs with exactly
⌊
n2/4

⌋
+ 1 edges and at least⌊

n2/4
⌋

+ 1 edges, respectively. For any k ≥ 3, let

F2k+1(n) := min
G∈En

|C2k+1(G)|,
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and F̃2k+1(n) :=
⌊
n2/4

⌋
+ 1 − F2k+1(n). Finally we define G2k+1

n ⊆ E ′n to be the set of all G ∈ E ′n
with |C2k+1(G)| = F2k+1(n). As we will show, for any k ≥ ` ≥ 3, there exists a sufficiently large
n0 := n0(k) such that G2k+1

n = G2`+1
n for all n ≥ n0.

Theorem 7.1. For any integer k ≥ 3 there exists an integer n0 such that the following holds for
any n ≥ n0. If G ∈ G2k+1

n , then V (G) can be partitioned into four sets A, B, C and D such that

• |A| =
⌊
n−2
6

⌋
, |B| =

⌊
n+1
6

⌋
, |C| = 1 and |D| =

⌊
2n+1

3

⌋
.

• A and B are independent sets of G,

• {u, v} ∈ E(G) for any u ∈ A ∪ C and v ∈ B,

• {u, v} /∈ E(G) for any u ∈ A and v ∈ C ∪D, and

• {u, v} /∈ E(G) for any u ∈ B and v ∈ D.

In particular, F2k+1(n) =



2n2/9 + 1 for n ≡ 0 mod 6,

2n2/9 + (n+ 13)/18 for n ≡ 1 mod 6,

2n2/9− (n− 22)/18 for n ≡ 2 mod 6,

2n2/9 + 1 for n ≡ 3 mod 6,

2n2/9 + (n+ 22)/18 for n ≡ 4 mod 6,

2n2/9− (n− 13)/18 for n ≡ 5 mod 6.

Proof. Let V := V (G). For any ε′ > 0 there is a choice of ε < ε′ and a large enough constant n0 ∈ N
such that if n ≥ n0, then the stability result proven in Theorem 1.7 and the fact G ∈ G2k+1

n imply
that there exists a set of at most ε′ ·n vertices C ′ such that the subgraph G[V \C ′] is disconnected,
and it contains a connected component D′ with at least (2/3− ε′) ·n vertices and minimum degree
at least (2/3−ε′) ·n. This follows because, after removing at most (ε′/2) ·n exceptionally behaving
vertices C ′1, any pair of two vertex-disjoint edges e1 = x1y1 and e2 = x2y2, where x1 and x2 are
from the nearly clique part and y1 and y2 from the nearly complete bipartite part, yields that at
least n/7 edges incident to yi, where i ∈ {1, 2}, occur in some C2k+1. However, the nearly clique
part contains at least (4/9 − ε′/15) · n2 edges of G and each such an edge occurs in some C2k+1.
Therefore, there must be less than (ε′/2) ·n vertices C ′2 such that the nearly clique part in G forms
a connected component of G[V \ (C ′1 ∪ C ′2)]. We conclude that there is a partition of V into four
parts A′, B′, C ′ and D′ that satisfies

• |A′| = (1/6± ε′) · n, |B′| = (1/6± ε′) · n, |C ′| < ε′ · n, |D′| = (2/3± ε′) · n,

• ∀v ∈ A′ : degB′(v) ≥ (1/6− ε′) · n,

• ∀v ∈ B′ : degA′(v) ≥ (1/6− ε′) · n,

• ∀v ∈ D′ : deg(v) ≥ (2/3− ε′) · n, and

• E(A′ ∪B′, D′) = 0,

Note that these properties yield that the induced subgraph G[D′] has edge-density at least 1− ε′,
and |E(A′, B′)| ≥ |A′||B′| − 4ε′ · n2.

We start our exposition with a direct analogue of Claim 6.2.

26



Claim 7.2. There is no n-vertex graph G′ ∈ E ′n with |E(G′) \ C2k+1(G
′)| > F̃2k+1(n).

Proof. As otherwise removing from G′ arbitrarily chosen |E(G′)| −
⌊
n2/4

⌋
− 1 edges in C2k+1(G

′)
yields an n-vertex graph with less than F2k+1(n) edges that occur in C2k+1, a contradiction.

We continue by showing that both A′ and B′ are in fact independent sets in G.

Claim 7.3. No v ∈ V is adjacent to u ∈ A′ and w ∈ B′.

Proof. As otherwise, we will actually show that almost every edge of G occurs in some C2k+1.
Firstly, recall that all the edges of G[D′] occur in C2k+1. If there would be a vertex v adjacent

to u ∈ A′ and w ∈ B′, then we can find a copy of C2k+1 containing any given edge {u′, w′} with
u′ ∈ A′ \ {u} and w′ ∈ B′ \ {w} in the following way: let u0 ∈ A′ be an arbitrary common neighbor
of w and w′, and let P be a (2k − 3)-vertex path between u and u′ disjoint from w, w′ and u0.
Note that such a path exists because every vertex in A has at least |B| − 2ε′n neighbors in B, and
symmetrically every vertex in B has at least |A| − 2ε′n neighbors in A. Therefore, vwu0w

′P is a
copy of C2k+1 in G containing the edge {u′, w′}. It follows that |E(G) \ C2k+1(G)| ≤ ε′n2, which
clearly contradicts the fact that G ∈ G2k+1

n .

Corollary 7.4. A′ and B′ are independent sets in G.

Let C ⊆ V be a minimum-size set so that G − C is disconnected and one of its connected
components is a bipartite graph (A,B) with minimum degree at least n/7. Clearly, this is well
defined because C ′ has the bipartite graph (A′, B′) as one of the components. Moreover, among all
such cuts C of the minimum size, we choose such a C that |A|+ |B| is as large as possible.

Let D := V \ (A ∪ B ∪ C). Because we already have a partition (A′, B′, C ′, D′) with (A′, B′)
being a bipartite graph and D′ of edge density at least 1− ε′, one can easily see that the partition
A ·∪B ·∪C ·∪D of V behaves very similarly to the original partition A′ ·∪B′ ·∪C ′ ·∪D′. In particular,

• |A| = (1/6± 2ε′) · n,

• |B| = (1/6± 2ε′) · n,

• |C| < ε′ · n,

• |D \D′| < ε′ · n, and

• E(D) ⊆ C2k+1(G).

Following the proof of Claim 7.3 we get also that there is no vertex v ∈ V adjacent to u ∈ A and
w ∈ B.

Now let use an argument analogous to the one used in Section 6 to show that G must have a
large minimum degree.

Claim 7.5. There is a vertex v ∈ A that is incident to at least n/6− 9ε′ ·n edges not in C2k+1(G).

Proof. Suppose not, then the number of edges not in C2k+1(G) is smaller than

|A| ·
(n

6
− 9ε′ · n

)
+ |C| · n ≤

(n
6

+ 2ε′ · n
)
·
(n

6
− 9ε′ · n

)
+ ε′ · n2 < n2/36− ε′/6 · n2.

Therefore, there are more than 2n2/9 + ε′n2/6 edges in C2k+1(G), contradicting the extremality of
G since Construction 1 has at most 2n2/9 + (n+ 22)/18 edges that occur in C2k+1.
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Corollary 7.6. For any v ∈ V , deg(v) > n/6− 9ε′ · n.

Proof. If there exist a vertex w ∈ V of a smaller degree, then by removing w and adding a clone of
the vertex v from the above claim, we improve the graph contradicting Claim 7.2.

Claim 7.7. Every u,w ∈ D have a common neighbor in D.

Proof. First observe that all pairs of vertices u ∈ D′ and w ∈ D have a common neighbor in D′.
Suppose for a contradiction there exist two vertices u,w ∈ D \D′ with no common neighbor in D.
Then consider the graph G′ obtained from G by removing both u and w, adding a new vertex u′

connected to the whole set D′ ∩D, and adding a new vertex w′ which will be a clone of the vertex
v from Claim 7.5.

We removed at most |D|+ 2ε′n edges from G, and added deg(u′) + deg(w′) ≥ |D|+n/6− 10ε′n
new edges. Moreover, all the removed edges were in C2k+1(G), so G′ contradicts Claim 7.2.

Now let us concentrate on the vertex-cut C. Firstly, we observe that C must be non-empty.

Claim 7.8. G is a connected graph. In particular |C| ≥ 1.

Proof. If G is disconnected, take any two connected components of G and add one edge between
them. Clearly, the added edge does not occur in any cycle contradicting G ∈ G2k+1

n .

In the following series of claims, we will show that |C| ≤ 1. In order to do so, we split the
vertices of C based on their adjacencies to A and B (recall no vertex can be adjacent to both u ∈ A
and w ∈ B). Let CA := {v ∈ C

∣∣ degA(v) > 0} and CB := C \ CA = {v ∈ C
∣∣ degB(v) > 0}.

Claim 7.9. |E(CA)| = |E(CB)| = 0.

Proof. Suppose the claim is false. Without loss of generality, there is an edge {v1, v2} ∈ E(CA).
Consider any two vertices u1 ∈ NA(v1) and u2 ∈ NA(v2), any vertex w1 ∈ NB(u1), any vertex
u3 ∈ NA(w1) \ {u1, u2}, and a (2k − 3)-vertex path P between the vertices u2 and u3 with the
internal vertices disjoint from u1, v1, v2 and w1. It follows that v1u1w1Pv2 yields a copy of C2k+1

in G. Therefore,

|E(A,B) ∩ C2k+1(G)| ≥ degB(u1) · (degA(w1)− 2) > n2/50,

and hence |C2k+1(G)| > 2n2/9 + (n+ 22)/18; a contradiction.

Next, we study the edges between the sets C and D.

Claim 7.10. For any set X ⊆ C, |ND(X)| > |X|. In particular, every vertex v ∈ C have at least
two neighbors in D.

Proof. Suppose for contradiction that there exists X ⊆ C with |ND(X)| ≤ |X|, and let Y :=
ND(X). By Corollary 7.6, degA∪B(v) > n/6− 9ε′n > n/7 for any v ∈ X. Therefore, (C ∪ Y ) \X
is a vertex-cut of size at most |C| and G[A ∪ B ∪X] is a bipartite graph (from Claim 7.9) with a
minimum degree at least n/7 contradicting the choice of C.

Since every v ∈ C has at least two neighbors in D, we conclude that every edge between C and
D occurs in some (2k + 1)-cycle, i.e., E(C,D) ⊆ C2k+1(G).

Claim 7.11. |ND(ua) ∩ND(ub)| = 0 for any ua ∈ CA and ub ∈ CB.
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Proof. Suppose there exists w ∈ ND(ua) ∩ ND(ub). Let va ∈ NA(ua) and vb ∈ NB(ub) be chosen
arbitrarily, and consider the bipartite subgraph (A′, B′) with A′ := NA(vb) and B′ := NB(va). It
follows that |E(A,B) \ E(A′, B′)| < 4ε′n2. On the other hand, any edge {x, y} ∈ E(A′, B′) occurs
in C2k+1 for all k ≥ 3, a contradiction.

Claim 7.12. |CA| ≤ 1 and |CB| ≤ 1.

Proof. By symmetry, it is enough to prove that |CA| ≤ 1. Suppose for contradiction that |CA| ≥ 2.
We first consider the case when there are two vertices u1, u2 ∈ CA and an edge {x1, x2} ∈ E(D)

with x1 ∈ ND(u1) and x2 ∈ ND(u2). In other words, there is a 4-vertex path with both of its
endpoints in CA. Let W := NA ({u1, u2}). Note that |W | ≥ 2 as otherwise (C ∪W ) \ {u1, u2}
contradicts the minimality of C. Since any two vertices w1, w2 ∈ A have more than 2n/7 − |B| >
4|B|/7 common neighbors in B, we conclude that |E(W,B) \ C2k+1(G)| < 3|B|/7 < n/13. Also,
deg(w) ≤ |B|+|C| < n/5 for any w ∈ A. It follows that the graph obtained from G by removing the
vertex-set W , adding |W |−1 new vertices fully connected to D, and adding a clone of a vertex v from
Claim 7.5 yields a graph G′ with more than n2/4 edges and |E(G′)\C2k+1(G

′)| > |E(G)\C2k+1(G)|,
a contradiction with Claim 7.2.

For the rest of the proof, we may assume there is no 4-vertex path with the endpoints in CA.
In particular, at most one vertex from CA can have Ω(εn) neighbors in D. Let us now focus on
the edges between CA and A that are not in C2k+1(G). Clearly, there are at most |A| of them since
any two edges e1, e2 ∈ E(CA, A) with e1 ∩ e2 ∈ A occur in C2k+1. Now suppose there exist two
vertices u1, u2 ∈ CA that both have less than n/24 neighbors in D. By Corollary 7.6, it follows that
|NA(u1)∩NA(u2)| > |A|/3. On the other hand, deg(u1) + deg(u2) < n/2. Therefore, replacing the
vertices u1 and u2 with one new vertex adjacent to every vertex in D and a clone of the vertex v
from Claim 7.5 again yields a contradiction with Claim 7.2.

We conclude that if |CA| ≥ 2, then CA = {u1, u2} and degD(u1) ≥ n/24. Note that u1 or u2
is incident to at most |A|/2 edges that do not occur in C2k+1. Let u ∈ CA be this vertex and
let u′ ∈ CA be the other vertex. Since degD(u2) ≥ 2 and hence degD(u′) ≥ 2, there are at least
2 · (degD(u1)− 2) > degD(u) non-edges in D between ND(u) and ND(u′). Therefore, removing the
vertex u, adding all the edges {w,w′} with w ∈ ND(u) and w′ ∈ ND(u′), and adding a clone of the
vertex v from Claim 7.5 contradicts Claim 7.2, which finishes the proof of the claim.

It remains to show that we cannot have both |CA| = 1 and |CB| = 1.

Claim 7.13. |C| = 1.

Proof. Suppose for contradiction there are vertices ua ∈ CA and ub ∈ CB. Firstly, recall that
ND(ua) ∩ND(ub) = ∅ by Claim 7.11.

Now let us prove that both |NA(ua)| and |NB(ub)|must have quite small sizes, say less than n/24.
Suppose, without loss of generality, that |NA(ua)| ≥ n/24. Our aim now is to show that any edge
incident to ub is contained in some C2k+1. Consider any vertex v ∈ NB(ub). Since degA(v) >
|A| − 11ε′n, the vertices v and ua have a common neighbor w ∈ A. Therefore, uawvubP gives a
copy of C2k+1, where P is a (2k− 3)-vertex path in D between x ∈ ND(ua) and x′ ∈ ND(ub) \ {x}.
We conclude that every edge incident to ub is in C2k+1(G). Moreover, there is at least one edge in
E(A,B)∩C2k+1(G). But then consider a graph G′ obtained from G by removing at most |B| edges
between ub and B, and adding at least |D| > |B| missing edges between C and D. Since no edge
from E(A,B) is in C2k+1(G

′), the graph G′ contradicts Claim 7.2.
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It remains to consider the case when both |NA(ua)| and |NB(ub)| have sizes less than n/24. But
then removing all the edges from, say, ua to A, and adding all the missing edges between ub and B
yield a graph G′ that again contradicts Claim 7.2.

This gives us a complete information on the structure of the extremal graphs.

Corollary 7.14. E(G) ⊆ E(A,B) ·∪ E(B,C) ·∪ E(C,D) ·∪
(
D
2

)
.

It follows that all the edges that do not occur in C2k+1 are incident to vertices in B.

Corollary 7.15. E(A,B) = |A||B| and |B| ≥ |A|. Moreover, F2k+1(n) =
⌊
n2

4

⌋
+ 1− (|A|+ 1)|B|.

Finally, knowing the structure, it is straightforward to get the fact that G ∈ G2k+1
n yields that

|A| = b(n− 2)/6c, |B| = b(n+ 1)/6c and |D| = b(2n+ 1)/3c.

8 Concluding remarks

For an n-vertex graph G with
⌊
n2/4

⌋
+ 1 edges, we determined the asymptotic minimum number

of the edges of G that occur in some copy of C5 in G, and for any k ≥ 3, the exact minimum
number of the edges that occur in C2k+1. Our results show that the pentagon case has a very
different behavior compared to all the longer odd cycles. These results confirm a conjecture of
Füredi and Maleki, who proved the optimal asymptotic bounds under a stronger assumption that
G has (1/4 + ε)n2 edges.

Our main tool was an application of techniques from finite forcibility in the setting of flag
algebras, combined with stability results on triangle-free graphs. This was crucial for dealing with
n-vertex graphs that have only

⌊
n2/4

⌋
+ 1 edges. We believe that our approach can be adapted to

various other scenarios, and we intend to investigate this direction further.
We were also able to guide flag algebras to give us additional structural information for extremal

configurations which yielded the corresponding stability results. These stability results allowed us
to fully describe the structure of all the sufficiently large tight constructions.

If G contains αn2 edges for some α > 1/4, then a standard averaging argument yields that G
must contain much more edges that occur in C2k+1, for k being fixed, than Theorems 1.3 and 1.4
guarantee for

⌊
n2/4

⌋
+ 1 edges. However, the averaging argument yields only a weak improvement.

Füredi and Maleki [18] determined an asymptotically optimal lower bound for this problem. Note
that the corresponding approximate result for triangles was proven by Füredi and Maleki in [17].

Füredi and Maleki [18] also considered a more general question, where instead of minimizing
the number of edges that occur in odd cycles of a fixed length, one minimizes the number of edges
that occur in copies of F for some fixed graph F . If the graph F has chromatic number χ = 3, they
obtained an asymptotically tight solution to this question. However, for graphs F with chromatic
number χ ≥ 4, these questions are widely open.
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[22] H. Hatami, J. Hladký, D. Král’, S. Norine, and A. Razborov. On the number of pentagons in
triangle-free graphs. J. Combin. Theory Ser. A, 120(3):722–732, 2013.
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A Formal verification of correctness of Propositions 3.2 and 4.2

In order to verify the correctness of the claimed identities, given a proof-certificate consisting
of matrices L̂, Mλ, B̂, Mβ, R̂, Mρ and two numbers a, b > 0, we perform the following 8 steps:

1) Generate all the non-isomorphic flags in the sets H6, Hλ4 , Hβ4 , and Hρ4 ,

2) For every F σ1 , F
σ
2 ∈ Hσ4 , where σ ∈ {λ, β, ρ}, express JF σ1 × F σ2 Kσ as

∑
H∈H6

p
Fσ1 ,F

σ
2

H ·H ,

3) Verify that the three matrices L̂, B̂, and R̂ are positive definite,

4) Express
r
vTλM

T
λ · L̂ ·Mλvλ

z

λ
+

r
vTβM

T
β · B̂ ·Mβvβ

z

β
+

r
vTρM

T
ρ · R̂ ·Mρvρ

z

ρ
as

∑
H∈H6

ζH ·H ,

5) Express

(
+ −

)
× as

∑
H∈H6

γH ·H and

(
+ −

)
× as

∑
H∈H6

γ′H ·H ,

6a) In the case of Proposition 3.2, express ×
(

8 · −
(
2 +
√

2
)
·
)

as
∑
H∈H6

κH ·H ,

6b) In the case of Proposition 4.2, express ×
(

9 · − 4 ·
)

as
∑
H∈H6

κH ·H ,

7) For every H ∈ H6, verify that

κH ≥ ζH + a · γH + b · γ′H , (5)

8a) In the case of Proposition 3.2, verify that the inequality (5) is strict for every H ∈ P5∪{CX4 },
and

8b) In the case of Proposition 4.2, verify that the inequality (5) is strict for every H ∈ P4.

In our verification scripts on the webpage http://honza.ucw.cz/proj/EdgesInCycles/, we
implement the first and the second step by a simple exhaustive search over all the possibilities. The
positive-definiteness of the given matrices is verified by finding their LDLT decompositions and
testing whether all diagonal entries of D are positive. Note that for the matrix decomposition, we
use the corresponding function in SAGE which uses exact arithmetics.

Next, given a proof-certificate
(
L̂,Mλ, B̂,Mβ, R̂,Mρ, a, b

)
and the values of p

Fσ1 ,F
σ
2

H computed in

the second step, we directly compute the values of ζH , again using exact arithmetics implemented
in SAGE. Note that to do so, we only need to perform summation and multiplication in Q

[√
2
]
.

To find the values ζH , γH , γ′H and κH from the steps 4-6, we again go exhaustively through all
the possibilities. Finally, the steps 7 and 8 are verified by a direct computation in Q

[√
2
]
.
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